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Announcement

• Assignment 8 is out. Due in 1.5 weeks – Dec, 5, 2019.
• Train a CNN to categorize images as X or O.
• Template code in Matlab provided.
• Not mandatory to use Matlab (more on this later). 



Assignment 8 ConvNet: X’s and O’s

X or OCNN

A two-dimensional
array of pixels





What is provided:

1. Dataset of 900 images each of two categories

2. Template code for training and evaluating a CNN in MATLAB



Root folder must contain the
training_data folder
for the template to work. 

training_data contains two subfolders
- circles and crosses



900 bitmap images of circles



900 bitmap images of crosses



BasicCNNTemplate.m overview

1. Configure the execution of the code.

2. Load and prep the data

3. Setup the CNN architecture

4. Train the Network

5. Test the performance of the CNN

6. Plotting code.



1. Configure the execution of the code.



2. Load and prep the data
Create an image datastore object

Get channel info and # of label categories

Partition data into training and validation

630 samples in training, 270 in validation for proportion =0.7













Root folder must contain the
training_data folder
for the template to work. 

training_data contains two subfolders
- circles and crosses



2. Load and prep the data
Create an image datastore object

Get channel info and # of label categories

Partition data into training and validation

630 samples in training, 270 in validation for proportion =0.7





3. Setup the CNN architecture

You can change the filter size or even try multiple filter sizes
Number of filters usually a power of 2

Create the input layer which simply reads the 116x116 bmp image.

Note the use of the ‘Name’, ‘layer name’ args



Data Preprocessing



Image Data
Preprocessing



Image Data
Preprocessing

Crop to
Symmetric 
Aspect 
Ratio



Image Data
Preprocessing

Pixel wise mean and std deviation



Image Data
Preprocessing

Zero Center
Normalization

- Subtract mean
- Divide by std dev



3. Setup the CNN architecture
You need to specify the layers in the architecture



3. Setup the CNN architecture
Example architecture



3. Setup the CNN architecture – Useful functions



3. Setup the CNN architecture – Useful functions



3. Setup the CNN architecture – Useful functions



3. Setup the CNN architecture
Final layers already defined – need not change

Fully connected layer

Softmax layer

Cross entropy classification loss

All layers are stacked together



4. 
CNN
Training Initial weights have been provided

You have to try out different values 
for Momentum, Learning Rates and 
MaxEpochs

Training happens here
Should take ~ 10mins on a CPU



























CNN



CNN





4. Test the performance of the CNN

Obtain predictions on the validationDS

Compute the confusion matrix

Report the mean accuracy









5. Plotting options

1. Plot wrongly classifies images from the ValidationDS

2. Plot the filters from the Convolution layers

3. Plot the feature maps for some of the input images















You need to submit:



Submit your best model as a .mat file



Not mandatory to use Matlab: [Part 1]

1. Use whatever DL framework you are familiar/comfortable with.

2. Provide all your code and include a ‘requirements.txt’ file to list all the 

dependencies needed to run the code.  

[https://pip.readthedocs.io/en/1.1/requirements.html]

3. You are responsible for generating all the plots required by the 

assignment.

https://pip.readthedocs.io/en/1.1/requirements.html


Not mandatory to use Matlab: [Part 2]

1. Must provide the best performing CNN as a .mat file

2. Use Open Neural Network Exchange (ONNX) standard. 



Open Neural Network Exchange (ONNX)

1. Export your CNN from your framework as a ONNX model. Examples: 

https://github.com/onnx/tutorials

2. Use importONNXNetwork in Matlab and generate the .mat file

https://github.com/onnx/tutorials


How a dataset changed deep learning



The Beginning: CVPR 2009

J. Deng, W. Dong, R. Socher, L.-J. Li, K. Li and L. Fei-Fei, ImageNet: A Large-Scale Hierarchical Image Database.
IEEE Computer Vision and Pattern Recognition (CVPR), 2009.



4,386
Citations

2,847
Citations

on Google Scholar

…and many more.



From Challenge  
Contestants to Startups



“The of x”

SpaceNet
DigitalGlobe, CosmiQ Works, NVIDIA

ShapeNet
A.Chang et al, 2015

MusicNet
J. Thickstun et al, 2017

EventNet
G. Ye et al, 2015

Medical ImageNet
Stanford Radiology, 2017

ActivityNet
F. Heilbron et al, 2015



Hardly the First Image Dataset

Lotus Hill  
(2007)

Yao et al, 2007

ESP (2006)
Ahn et al, 2006

LabelMe (2005)
Russell et al, 2005

MSRC (2006)
Shotton et al. 2006

CalTech 101/256 (2005)
Fei-Fei et al, 2004
GriffIn et al, 2007

TinyImage (2008)
Torralba et al. 2008

PASCAL (2007)
Everingham et al, 2009

CAVIAR Tracking (2005)
R. Fisher, J. Santos-Victor J. Crowley

Middlebury Stereo (2002)
D. Scharstein R. Szeliski

UIUC Cars (2004)
S. Agarwal, A. Awan, D. Roth

FERET Faces (1998)
P. Phillips, H. Wechsler, J.

Huang, P. Raus

CMU/VASC Faces (1998)
H. Rowley, S. Baluja, T. Kanade

MNIST digits (1998-10)
Y LeCun & C. Cortes

COIL Objects (1996)
S. Nene, S. Nayar, H. Murase

3D Textures (2005)
S. Lazebnik, C. Schmid, J. Ponce

CuRRET Textures (1999)
K. Dana B. Van Ginneken S. Nayar

J. Koenderink

KTH human action (2004)
I. Leptev & B. Caputo

Sign Language (2008)
P. Buehler, M. Everingham, A.

Zisserman

Segmentation (2001)
D. Martin, C. Fowlkes, D. Tal, J. Malik.



A new way of thinking…

To shift the focus of Machine  
Learning for visual recognition

from  
modeling…

…to data.
Lots of data.



While Others Targeted Detail…

LabelMe
Per-Object Regions and Labels  

Russell et al, 2005

Lotus Hill
Hand-Traced Parse Trees  

Yao et al, 2007



15M
[Deng et al. ’09]

SUN, 131K
[Xiao et al. ‘10]

LabelMe, 37K
[Russell et al. ’07]

…ImageNet Targeted Scale

PASCAL VOC, 30K
[Everingham et al. ’06-’12]

Caltech101, 9K
[Fei-Fei, Fergus, Perona, ‘03]



Goals

High  
Resolution

To better replicate human visual
acuity

Free of  
Charge

To ensure immediate application and
a sense of community

High-Quality  
Annotation

To create a benchmarking dataset
and advance the state of machine  
perception, not merely reflect it

Carnivore
- Canine
- Dog

- Working Dog
- Husky



Neural Nets are Cool Again!

Krizhevsky, Sutskever & Hinton, NIPS 2012

13,259
Citations



…And Cooler and Cooler J

[Krizhevsky et al. NIPS 2012] [Szegedy et al. CVPR 2015] [Simonyan & Zisserman,  
ICLR 2015]

[He et al. CVPR 2016]

“AlexNet” “GoogLeNet” “VGG Net” “ResNet”



A Deep  
Learning  
Revolution

Neural Nets

GPUs



“First, we find that the  
performance on vision  

tasks still increases  
linearly with orders of  
magnitude of training  

data size.”

C. Sun et al, 2017



[Gebru, Krause, Deng, Fei-Fei, CHI 2017]

2567 classes  
700k images

Fine-Grained Recognition

cars







































Raw input image (left) and input image with labeled ground truth (right).
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Lane Detection with Deep Learning
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Canny Edge Detection
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Perspective Transformation of an Image
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The ‘S’ channel, or Saturation, with binary activation
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A few more thresholds (left) for activation, with the resulting perspective transformation
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Sliding windows and a decent-looking result
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• Perspective transformation is fairly specific to the camera
• Gradient and color thresholds only work in a small set of conditions
• Slow 5-8 fps
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One of the new labels — a lane image
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Activation maps of the first few layers
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